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Abstract. Question Answering Systems for retrieving information from
Knowledge Graphs (KG) have become a major area of interest in recent
years. Current systems search for words and entities but cannot search
for grammatical phenomena. The purpose of this paper is to present
our research on developing a QA System that answers natural language
questions about German grammar. Our goal is to build a KG which con-
tains facts and rules about German grammar, and is also able to answer
specific questions about a concrete grammatical issue. An overview of
the current research in the topic of QA systems and ontology design
is given and we show how we plan to construct the KG by integrating
the data in the grammatical information system Grammis, hosted by
the Leibniz-Institut für Deutsche Sprache (IDS). In this paper, we de-
scribe the construction of the initial KG, sketch our resulting graph, and
demonstrate the effectiveness of such an approach. A grammar correc-
tion component will be part of a later stage. The paper concludes with
the potential areas for future research.
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1 Introduction

Questions about german grammar reach the Leibniz-Institut für Deutsche Sprache
(IDS)1 by e-mail every day. The answers are mostly more than just a Yes or No,
but rather give some more information about the case, sometimes with empirical
data from a corpus analysis or the latest research results as referenced papers.

For the department of grammar, the online information system Grammis2

is an important source of information to answer these questions. Grammis is
the online information system on German grammar of the IDS with more than
3,000 descriptive texts and about 2,000 dictionary entries [25]. The informa-
tion in Grammis is taken mostly from the three-volumes book “Grammatik der
Deutschen Sprache (GDS)”3 [30] written by the IDS. Even though most informa-

1 Leibniz-Institute for the German Language
2 http://grammis.ids-mannheim.de [25]
3 Grammar of the German Language
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tion to answer these questions is in Grammis, the user cannot find it or cannot
apply it to his concrete case. The user is usually a professional writer (author,
journalist), teacher or student (school teacher, german as a foreign language,
linguistic student) or professional linguist.

To find information in Grammis, the user can either use the navigation menus
or a full-text search. Both have their limitations, because to use the navigation
menu the user should know in which grammatical field his question is located,
e.g., to find information on the word class noun, one had to follow the navigation
path: Forschung → Systematische Grammatik → Ausdruckskategorien und Aus-
drucksformen → Wortarten → Nomen4. This path leads to a descriptive text
about nouns. One could also use the full-text search, in which the user enters
a few keywords, in this case Nomen (noun). The result is a ranked result list
with more than 100 documents. Both ways lead to documents, that only provide
general rules on German grammar. It can be frustrating or confusing for the user
to apply these rules to his specific case. It would improve the users’ experience
if the user could ask the system a question in his own words (i.e. in natural
language) and Grammis would provide a concrete answer. Therefore Grammis
should be reconstructed to handle natural language questions about grammat-
ical problems and retrieve a specific answer from the data already available in
Grammis.

In this paper, we describe the development of a Question Answering (QA)
system that allows the user to ask a question about German grammar in natural
language and to receive a specific answer to his question. To build a QA system
that can answer those questions, we plan to construct a knowledge graph (KG)
that is able to represent grammatical information about the German language.
The KG should be able to represent data from different sources within the IDS,
so that the system can retrieve the information for the answers out of the KG.

The remainder of this paper is organized as follows: In the following section we
describe state of the art QA systems, ontology design, and automated grammar
correction. In Section 3 we state the problem and the research question. Our
research methodology is described in Section 4. Section 5 contains an evaluation
of our KG. Preliminary results are presented in Section 6. The paper closes with
a summary of our findings and potential areas of future research.

2 State of the art

In this section, we define the terminology to distinguish knowledge graph and
ontology. This is followed by a discussion of QA systems in the Semantic Web
and methodologies for ontology design.

2.1 Terminology

This paper follows Paulheim’s [22] definition of knowledge graph (for other defi-
nitions of knowledge graph, cf. [8]). According to Paulheim a KG consists of the

4 Research → Systematic Grammar → Categories and Forms of Expressions → Word
Classes → Nouns
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schema (T-box) and the actual instances (A-box), but with a clear focus on the
instances. We use the term ontology to refer to the schema of a knowledge graph
(T-box) and knowledge graph to refer to the actual graph filled with instances
(A-box) in which the schema is included, but only plays a minor role.

2.2 Question Answering in the Semantic Web

A QA system receives a question in natural language and provides the user with
a concrete answer to their question rather than just a list of ranked documents
[12]. In recent years, the research on QA systems querying the semantic web
has grown rapidly [13,27,15]. With an increasing amount of knowledge as linked
data, the need to access this data has also grown. Semantic Question Answering
(SQA) bridges the gap between semantic data and the end user [13]. Höffner
et.al. [13] surveyed 62 systems using linked data as data source, and identified
and described seven challenges that such systems face. Two of these challenges
are complex queries and the type of questions. While factual or yes-no questions
directly conform to SPARQL, more complex queries are still not solved [13].
They also mention the system HAWK [28], which is a hybrid source system that
retrieves the answers from both linked data and textual representation. Current
QA systems retrieve the information following semantic entities, but they do not
search for information following grammatical phenomena [12].

Using semantic data as data source makes the QA system independent from
the underlying ontology, meaning that it is possible to extend the KG with
additional information over time and that it is possible to handle unknown vo-
cabulary in the query [27,15,31]. Ambiguities are also challenging but they are
manageable, since there are a variety of disambiguation methods that have al-
ready been established [13].

Some ontologies are specially designed for linguistic purposes, like the Lemon
Model [19] and LexInfo [4]. The Lemon Model is an important model for creat-
ing KGs on linguistic knowledge. Lemon represents lexical information in context
with concepts and terms [19]. LexInfo provides classes and properties for linguis-
tic cases like word classes (noun, verb, etc.) or relations (hyperonym, hyponym,
etc.) [4].

2.3 Ontology Design

The design of ontologies should follow a methodology in order to prevent chaotic
constructions and low quality ontologies [6]. There are several frameworks for
designing ontologies [9,10,29]. We will look at the methodology by Grüninger
and Fox [10] in more detail. It consists of six phases: (1) First, the Motivation
Scenarios should be outlined which gave the impulse for developing the ontology.
(2) With a set of Informal Competency Questions, which are questions in natural
language, the scope of the ontology should be determined. (3) The First-Order
Logic Terminology will be extracted with these questions. (4) After this a set of
Formal Competency Questions, which are questions in a query language, will be
created. (5) With these questions the First-Order logic Axioms will be defined.
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(6) At last the ontology will be evaluated by using Completeness Theorems which
are conditions under which the solutions to the questions are complete.

2.4 Automated Grammar Correction

Automated Grammar Correction exists for a variety of languages [2,26]. There
are different approaches to grammar correction: rule-based, statistical, and syn-
tactical [16]. Syntax-based approaches are language dependent and need much
handwork till they can predict a sentence as correct or incorrect. Although rule-
based techniques require many handwritten rules, this approach is language de-
pendent. Statistic-based techniques are also language independent, but they re-
quire a large corpus to be trained on, and the test and training set need to be
similar to provide good results. While the first two approaches provide error
messages with the found error, the statistic-based approach does not provide an
error message [16]. Since each correction system focuses on one or a handful of
error classes, none of the systems is able to detect all possible error classes [2,26].

Only a handful of Grammar Correction systems exist for German grammar
[24,21,7], and all of the existing Grammar Correction systems solely check a
given text for grammatical errors. The Language Tool [21] is rule-based, so only
implemented rules are applied and a short explanation on the found error is
given. But none of these tools is embedded in a QA system and none provides
deeper explanations on the found error.

3 Problem Statement and Contributions

The overall task for developing the QA system, described in this paper, is to
answer concrete questions about specific grammatical phenomena. The IDS has
a database of the questions that users send to the IDS and the corresponding
answers that the users receive. There are currently about 50,000 entries. A subset
of 500 of those questions has been manually categorized [23] into one of the five
categories listed in Table 1.

About three quarters of the questions that the IDS receives fall into ques-
tion categories QC1 and QC5 (see Table 1). These questions could potentially
be handled automatically, but only if the factual questions (question categories
QC2, QC3, and QC4) are answered first. While current QA and Information Re-
trieval (IR) Systems search for the entered words or entities, respectively [17,12],
our QA System will be searching for grammatical phenomena. For example, if
one search string is meiner Schwester Auto (my sister’s car), the user presum-
ably wants to know something about the genitive, not about family relations
(indicated by Schwester (sister)) or cars (indicated by Auto (car)). So it would
not be helpful to the user, to present any page on which one of those words
appear, because there could be pages where these words appear in another con-
text. Instead the QA System should provide the user with information about the

5 a represents a language object (word, phrase, term), C a grammatical category
(Tense, Case).
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Table 1. Question categories [23]

Category Title (with Examples5) Ratio

QC1
Correction question / Alternative question
Example: Ist a richtig?
(engl. Is a correct?)

52%

QC2
Grammatical category
Example: Wie ist der Plural von a?
(engl. What is the plural of a?)

4%

QC3
Grammatical definition / Rule question
Example: Wie lautet die Regel für C?
(engl. What is the rule for C?)

9%

QC4
Lexical question
Example: Wie lautet das Synonym für a?
(engl. What is a synonym for a?)

11%

QC5
Punctuation
Example: Ist das Komma im folgenden Satz richtig a?
(engl. Is the comma in the following sentence correct a?)

24%

genitive, maybe other ways to express the given sentence, like das Auto meiner
Schwester (the car of my sister). The user could also be presented with infor-
mation about the genitive, since Grammis contains a genitives database, which
could present more background information on the genitive use of the German
language.

Therefore a KG will be used to organize the data. One advantage of semantic
web technologies is that one can include different resources [1]. Since answering
questions about German grammar requires a large amount of data, integrating
the different resources in one KG connects the data from different sources and for
different aspects. These resources can either be from within the IDS but might
also be external resources like GermaNet [11].

Since there are many research projects at the IDS, their collected data could
be integrated into the KG as well, to find better answers or to enrich the answers
with recent research. This should be considered when designing the ontology.

We derived the following main research question from our described problem.

RQ1 How does the knowledge graph need to be built to support a Question
Answering System for questions about German grammar?

In addition to the main question, there are several secondary research ques-
tions, which should also be considered during the implementation of the system.

SRQ1 What entities and relations does the ontology need to consist of?
SRQ2 Can existing QA system frameworks be extended to answer questions

about German grammar?
SRQ3 Could additional (external) resources be used to improve the question

answering?
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The goal is to construct a QA system that is able to process the different
question types and present an answer to them. The system’s main purpose is to
measure the effectiveness of the question answering and the proposed techniques
and processes.

4 Research Methodology and Approach

In this section we discuss our construction of the QA system, and our design for
the ontology of the KG.

4.1 Question Answering System

The development of the QA system will follow the principles of agile software
development [5]. Starting with a prototype to explore the KG, more features
will be added over time. The first version will only be able to navigate through
the KG. In later versions, the question and answer components will be added.
The advantages of prototyping are that at an early stage a running software
is available, so that basic functionality can be tested [3]. The QA system will
have a modular structure, so every component can be developed and maintained
independently from the other modules.

There are some frameworks, that can serve as a starting point [13], e.g.,
openQA [18]. The focus on developing the QA system is on the question and
data component. Different approaches exist for answer retrieval, e.g., graph ex-
ploration or machine learning approaches [27]. These should be taken into ac-
count since answering questions about grammar is a complex task. The system
should also be able to find the answer in linked and textual data, c.f. the HAWK
QA system [28].

4.2 Ontology Design

The ontology is designed following the methodology of Grüninger and Fox [10].
The Informal Competency Questions are based on the IDS questions database
[23]. For every question category (see Table 1), the required classes and relations
are defined. For example, a question out of category QC2 that asks for the plural
of a word would make it necessary to have the information about the plural form
in the ontology. Therefore a relation could be formulated like this: plural(L,P ),
where l is a class for a lexical entry l ∈ L, p is the plural form of l (p ∈ P ) and
l and p are connected via the relation plural(l, p).

The ontology will not be limited by the data that is currently available in
Grammis. Even if entities and relations are needed that are not extractable from
Grammis, the ontology will contain these entities. If there are existing classes
and relations in other ontologies, these will be included by importing and using
these ontologies, e.g., Lemon [20] and LexInfo [4].
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:Concept

Title^xsd:String

ID^xsd:Integer
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Label^xsd:String@Language

skos:Concept
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:hasTranslation
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:hasRelated (skos:related)
:hasMeronym
:hasHolonym

rdfs:subClassOf

skos:prefLabel

dc:identifier

Theory^xsd:String

:Theory

ID^xsd:Integer

dc:BibliographicResource

dc:label

rdfs:subClassOf

dc:identifier

:belongsToTheory
:hasTerm

owl:Class rdfs:subClassOf

Fig. 1. Terminological classes and relations of the Ontology

5 Evaluation Plan

The evaluation will focus on achieving high precision values, while recall values
are less important. This is because in order to extract the answer from the found
documents, it is more important to get many true positives, than to retrieve all
relevant documents but also some non-relevant documents in the result set.

Performance and scalability will be measured using the query time for a set
of predefined queries. Also the query time will be measured when filling the KG
with more and more facts, to compare the performance of these queries with a
growing number of facts (e.g. 50k, 100k, 150k facts).

Depending on the category, the questions can either be answered qualitatively
or quantitatively. Since the categories QC2, QC3, and QC4 are mostly factual
questions, the correct answer can be extracted from Grammis. These answers
can be compared to the answers given by the QA system and then be categorized
as correct, false, and not answered. In case of qualitative answers, like categories
QC1 and QC5, the question database [23] works as a base for the gold standard.
A set of questions and answers out of the given categories will be revised by
human experts. The answers of the QA system are then categorized manually
as correct, incomplete, false, or not answered.

At different stages of the development of the application, different types of
questions will be possible to answer, so that in an early stage only questions
from category QC2 can be answered, since these are factual questions. As the
project progresses more and more questions out of the different categories should
be answered correctly.

6 Preliminary Results

A web application using Flask6 has been developed, which loads the prototype
KG and lets the user navigate through it. So far, the dictionary of grammatical

6 Flask – A Python Microframework, http://flask.pocoo.org
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Fig. 2. Front end of Flask Application showing the entry Nomen (noun)

terms7 and the orthographical dictionary8 have been transferred into RDF and
build a KG with 48,924 triples. Figure 1 shows the classes and relations of the
grammatical terminology. A concept is a representation of an entity, while a term
is an actual name for it. Every concept can have multiple terms. In a theory, a
whole representation of several concepts together with their relations is defined,
as well as which terms are assigned to each concept [14].

It is possible to navigate through the hierarchical relations from one concept
to the other. Figure 2 shows the front end of the application. Title and description
of the concept Nomen (noun) are in the center of the screen, on the right side
there are listed the hyperonyms and hyponyms to this concept. The linked terms
lead to the entry of the selected concept.

The application has a SPARQL endpoint, with which one can validate freely
entered SPARQL queries against the KG. Thus it is possible to retrieve infor-
mation from the KG, which later will be used to answer the factual questions.
There is currently no interface to actually ask a question in natural language.

7 Conclusions

Our goal is to build a KG that is able to answer natural language questions on
German grammar. Current QA systems search information by semantical en-
tities rather than by grammatical phenomena. In addition, most grammatical

7 Wissenschaftliche Terminologie, https://grammis.ids- mannheim.de/terminologie
8 Datenbank Rechtschreibwortschatz,
https://grammis.ids-mannheim.de/rechtschreibwortschatz
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correction tools have been developed for English, with only a handful of Ger-
man examples, all of which are not integrated into a QA system. The approach
describe in this paper contributes to filling these gaps.

The main challenge will be to answer high level questions like in the categories
QC1 and QC5. Currently, the system only has a web front end with which one
can navigate through the graph, and a SPARQL endpoint. The prototype can
currently retrieve answers to a few low level questions, but not react to actual
questions, since the question component has not yet been implemented.

The grammar correction will be part of the later stage of this project, since
answering factual questions is a fundamental prerequisite for grammar correc-
tion. Also, the extension to a multilingual system is taken into account. Although
the system is designed for german grammar, every module will be checked for
its language dependence. Every module which is language independent can be
reused, while the other modules need to be adjusted.
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